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Technical Explanation for Vision Sensors

Introduction
What Is a Vision Sensor?
By applying image processing to images captured by a camera, the vision sensor calculates the characteristics of an object, such 
as its area, center of gravity, length, or position, and outputs the data or judgment results. (For details, refer to the Fundamentals 
of Image Processing: Lenses (Cat. No. Q234).)

Fundamentals of Image Processing
1. Image Signals from the Camera
Frame/Field
For interline transfer cameras, the image signal is divided up and 
output for odd-number and even-number fields to transfer a 
single image. One frame image is created by combining these 
two field images.

Number of Lines to be read (Partial Scan Function)
By narrowing the image range to be loaded, the image scan time can be shortened. You can use partial scanning when a camera 
that supports partial scanning is connected.
Set the range taking the offset of the measurement object into consideration.
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Output

Image processing unit

Frame image
Resolution: 
512 (H) x 484 (V)

Images showing 
alternate lines

Even Odd

Resolution: 
512 (H) x 242 (V)

One frame image is 
created when two field 
images are combined.

Field 
images

Resolution: 
512 (H) x 242 (V)
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2. Filtering
Filtering
Process the images acquired from cameras in order to make them easier to measure. You can acquire the optimal image for 
measurement by repeatedly filtering or by combining different types of filtering items.

(For details, refer to the Vision Express Vol. 1: Filter Fundamentals and Applications (Cat. No. Q212).)

Background Suppression
Background suppression (BGS) excludes the background of the measurement object from the measurement process for easier 
measurement.
Set the upper and lower limits of the BGS density while monitoring the image.
BGS changes image areas with densities below the lower limit to lower limit, and image areas with densities above the upper limit 
to upper limit.

Example: Lower limit set to 100 and upper limit set to 220

Types of filtering The problems to be treated Filtering description Example

OFF --- --- ---

Weak smoothing
Small flecks on the measurement object Makes flecks less visible. Makes stable searching 

possible.Strong smoothing

Dilate Dark noise exists This filtering removes dark noise by 
enlarging brighter areas.

Measurement object noise 
removal

Erosion Brighter noise exists This filtering removes brighter noise by 
shrinking brighter areas.

Measurement object noise 
removal

Median Small flecks on the measurement object This filtering keep the profile and weaken 
flecks.

Edge positioning 
(Accuracy is not reduced)

Extract vertical edges Due to a comparatively lower image contrast, 
defects are difficult to extract

Extracts the boundary lines vertical to the 
image (light and shade). Defect inspection

Extract horizontal 
edges

Due to a comparatively lower image contrast, 
defects are difficult to extract

Extracts the boundary lines horizontal to 
the image (light and shade). Defect inspection

Extract edges Due to a comparatively lower image contrast, 
defects are difficult to extract

Extracts the boundary lines of the image 
(light and shade). Defect inspection

Only images with densities between 100 and 220 are 
measured.

Background

Measurement 
object

Background density (cut)

Measurement density

0

255

Lower limit: 100

Upper limit: 220
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3. Position Compensation
When the location and direction of measured objects are not fixed, the positional deviation between reference position and current 
position is calculated and measurement is performed after correcting. Several different position compensation methods are 
available for you to choose from for specific applications.

When position of object to be measured is deflected

When position deflection correction is set in advance;

Object to be measured 
overflows Measurement area.

Reference position
Measurement area and objects to be measured 
are correctly aligned.

Object to be measured

Measurement region

Measurement will be carried out after 
measured object enters into Measurement area.

Measurement will be carried out 
after moving the image for a 
corresponding deflection and 
returning to the reference position.

Measurement will be carried out 
after moving the Measurement 
area for a corresponding 
deflection.
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4. Real Color Sensing
This is an OMRON-developed image processing technology that can process color images without color conversion. Conventional 
color vision sensors convert the color into a filtered grey scale image for processing. Real Color Sensing processes 16.77 million 
real color information (256 tones for each of RGB). This enables more precise inspection, which is closer to the human eye.

5. Gray Processing
This method processes images as 256 levels of black-and-white brightness. More precise, stable results can be produced 
compared to color segmentation.

Color image processing: Color images are converted into 256 levels of black-and-white brightness.

Monochrome image processing: Monochrome images are processed without any conversion as 256 levels of black-and-
white brightness.

6. Segmentation Processing
Color images taken by the camera are processed after being converted into black and white pixels. Based on minimum information, 
high speed processing is possible.

Color segmentation processing: The color that is within the specified range of hue, saturation, and brightness is extracted. 
The extracted color is represented as white, and the other colors as black.

Monochrome segmentation processing: The brightness that is within the specified range is represented as white, and the 
others as black.

No color 
conversion

The object to inspect matches 
the processed image.

Color 
camera

Input image Processed image

Color filter

The color image is converted into black-and-white 
brightness with a color filter. 
The contrasts of specific colors can be enhanced.

Color 
camera

Processed imageInput image

The monochrome image is processed 
without any conversion.

Input image Processed image

No conversionMonochrome 
camera

The extracted color is converted to white, 
and the other colors to black.

Color segmentation (extracted color)

Processed image

Color 
camera

Input image

Monochrome segmentation

The extracted brightness is converted to white, 
and the other brightness to black.

Monochrome 
camera

Processed imageInput image
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Measurement Processing
Vision sensors provide many different types of measurement processing items (algorithms) to measure the features of an object. 
The following are some examples of these algorithms:

1. Measurement Using Real Color Sensing
Measurements are performed by processing 16.77 million real color information (256 tones for each of RGB) taken by the camera, 
without any conversion. This results in more stable measurements compared with traditional methods. Because the object to 
inspect matches the processed image, the amount of adjustments (e.g., lighting) required to prepare the image for processing can 
be greatly reduced.

Features
• Subtle variations in color can be recognized even in images with the same color of different materials or low contrast
• Minute scratches on metal surfaces can be detected
• Stable detection is possible even under fluctuating lighting conditions
• There is no need to change settings to suit multiple product formats

Edge Detection
Large changes in color and brightness increase the color difference. This change in the color difference is recognized as an edge. 
This can be used to count the number of edges of a specified color within the measurement region.
This is ideal for detecting edges on labels of a similar color.

(For details, refer to the Vision Express Vol. 6: How Edge Measurement Works and Hints for Use (Cat. No. Q217).)

Defect Inspection
The function divides the measurement region into smaller defect detection areas (elements), and measures the color differences 
(defect levels) between each element and its surrounding elements.
This method is not affected by the background, so it enables the detection of defects on marks, low-contrast defects, and defects 
on metal surfaces.

(For details, refer to the Vision Express Vol. 9: Defects and Dirt (Cat. No. Q220).)

0 1 2 3 

100

Edge level

The maximum value of the color difference in
the measurement region is taken as 100% and set 
as the edge level. A color difference greater than 
the edge level is detected as an edge.
In the figure to the left, you can see that four edges 
have been detected.
(*This applies to edge position measurement when color 

inspection is not performed.)
Edge No.

Extracts three adjacent elements

Calculates the average value of each element

Obtains the amount of color change between 
adjacent elements

Compares color change amounts and treats a 
difference as a defect

Automatically divides 
the measurement region 
into elements

Element

Comparison
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2. Measurement Using Gray Processing
Images taken by the camera is processed as 256 levels of black-and-white brightness. These processed images are used for 
measurements.

Search
Reference image patterns are registered as models and then 
search is performed using the parts of input images that most 
resemble the models.  The degree of similarity is represented 
with a correlation value, and inspection for defects and different 
parts being mixed in can be performed. The position (X, Y) 
where the model was found can also then be output for use in 
positioning.

(For details, refer to the Vision Explorer Vol. 2: Search Algorithms (Cat. No. Q240).)

Edge Detection
Edges are found through changes in density. Set the Edge 
detection direction and Density change as the edge detection 
conditions.

Surface Defects
This method checks for surface defects by measuring variations in density.
However, the background must be completely uniform as a prerequisite condition. This method uses variations in density, so if 
there is a pattern or marks within the measurement region it will be detected as a defect.

3. Measurement Using Segmentation Processing
Images taken by the camera are processed and measured 
after being converted into black and white pixels.

Center of gravity, Area, and Axis Angle
The center of gravity, area, and axis angle of the white pixels 
in the measurement region can be measured.

Search range 
(Search model range)

Model

Search

Edge detection direction: →
Density change: Light → Dark

Measurement 
region

When calculating the X coordinate of this edge

Measurement regionMeasurement 
region

Measurement region

Detects scratches and dart in a 
region

Detects chips and burrs on a 
straight edge

Detects chips and burrs on a 
circular edge

Upper

Density image Binary imageBinary level

Lower

Axis angle (Angle of the major axis of 
an equivalent ellipse)

Ellipse equivalent to the binary image

Measurement region

Center of gravity of white pixels

No. of white pixels = area
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Labeling
Labeling is the process where a different number is given to each extracted label.
Use a labeling measurement to count how many labels there are in a measurement region and to find the area and center of gravity 
of a specified label.

4. Measurement Using EC (Edge Code) Image Processing
Changes in brightness are extracted as an edge, and the direction of the changes in brightness is calculated. This direction is called 
the edge code (EC). Measurements using EC can detect shapes such as circles or rectangles through geometric calculations 
based on the edge codes, so this method is less affected by deformation or dirt. Some examples of processing that use edge codes 
are EC defect inspection and EC positioning.

Example of Circle Extraction Using Edge Codes

Edge codes show the direction of an edge, as represented by 
the arrows in the above figure.

Finds the center of the circle Finds the edge points along the circle

The direction 90° to the left of 
each edge code is considered 
to be the center of the circle. 
As the center of the circle is 
determined collectively from 
each of the edge codes, a 
close approximation of the 
center can be found even if the 
circle is not perfect due to a 
deformation or defects.

ｽﾙｰ 

Example: Sort by area in descending order

Low contrastMark to determine 
position

DeformationPartial Internal 
contamination

Can also search in the following states:

Original image

Circle: Black

Background: White

Edge code image

Vector from the center

Edge code
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EC Defect Inspection
This method can detect minute defects or low-contrast defects on circular or linear measurement objects with high precision.
Stable detection can be performed on easily distorted or deformed objects such as rubber packing.

Example: O-ring defect and burr inspection

EC Positioning
Positioning marks are detected using shape information such as “round” or “angular.” High-precision positioning is possible even 
if the shape is deformed or a portion of the shape is missing.
It also works with low-contrast images.

ECM Search (Edge Code Model Search)
This processing item searches the input image for parts having a high degree of similarity to the target mark (model), and measures 
its correlation value (similarity) and position.
This processing assures a reliable search even for low-contrast or noisy images.

Circle

Defect

The shape is detected as a circle, 
even if it is slightly deformed.

Edge extraction image

Mark to determine position

Partial Deformation Low 
contrast

Internal 
contamination

Can also search in the following states:

A variety of shapes other than circles are also supported.

Registered as model

Mark to determine position Portion is missingNoise is excessive Contrast is low

Can also be found with the following conditions.


